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Abstract: 

Reviews online are increasingly powerful instruments in directing customer behavior and 

constructing company reputations as a result of the rapid growth of e-commerce and review-

based platforms. But to destroy the credibility of these systems, fraudulent or deceptive 

reviews, which are often posted with the intent to manipulate public sentiment for personal 

financial or competitive gain, are becoming increasingly common. Due to the sophistication of 

spammers and the complexity of human language, it is sometimes hard to detect these 

fraudulent reviews. Employing RoBERTa (A Robustly Optimized BERT Pretraining 

Approach), a cutting-edge transformer-based language model developed by Facebook AI, this 

project provides a robust Fake Review Detection System. A well-chosen dataset consisting of 

both genuine and fake reviews across multiple domains is employed to fine-tune RoBERTa. 

Its ability to understand complex semantic relationships 

 

Introduction: 

In today's age of digitalization, digital feedback is among the most essential determinants for 

making purchasing decisions across industries ranging from e- business, hospitality to 

services. Meanwhile, however, increased reliance upon user reviews also played a positive 

role in elevating fake or manipulative reviews, which further assisted in creating deceptive 

reviews and cheating consumers into misleading them in addition to transforming business 

reputation. Fake reviews therefore may result in financial loss, erosion of customers' trust and 

market competition misshaping with an incorrect scenario. 

 

Conventional approaches to identifying spam reviews were strongly based on hand-crafted 

feature engineering, including syntactic, semantic, and behavioral features. Even though 

these methods were quite effective, they were generalizability-prone, scalable, and 

vulnerable to evolving patterns in fraudulent content. Deep learning and transformer-based 

models subsequently introduced a significant paradigm shift in Natural Language 

Processing (NLP), making text analysis more sophisticated and context-aware. 

 

RoBERTa (Robustly Optimized BERT Pretraining Approach), a state-of-the-art 

transformer model developed by Facebook AI, has demonstrated enhanced performance in 

most NLP tasks by leveraging large-scale training and dynamic masking techniques. Unlike 

earlier models, RoBERTa learns deep contextual representations of language, making it 

highly efficient in understanding subtle textual information such as reviews. This work 

proposes a Fake Review Detection System with RoBERTa to identify fake reviews 

precisely. By fine-tuning RoBERTa on annotated review datasets, the system will detect 

genuine and fake reviews solely based on text content. The goal is to develop an effective, 

scalable, and domain-adaptive model that can be deployed on real-world websites to ensure 

content genuineness and user trust. 

 

Literature Review 

The issue of fraudulent reviews has increasingly taken the center stage since the advent of 

online forums through which user- contributed content determines consumer decisions to a 

great extent. There have been various solutions put forth since the inception that aim at the 

detection and filtration of spurious reviews. All these have traversed the timeline from simple 

machine learning techniques to more complex deep learning and transformer-based methods. 
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Traditional Approaches 

Research conducted in detecting fraud reviews initially centered mostly on feature 

engineering. Ott et al. (2011) were among the early ones to use supervised learning methods 

with n-grams, part-of-speech tags, and psycholinguistic features to identify deceptive reviews. 

Likewise, Mukherjee et al. (2013) used behavioral features like review frequency, reviewer 

burstiness, and rating patterns to identify spam reviews. While these approaches, in controlled 

settings, proved effective, they tended to be restricted by their dependency on manually 

crafted features and inability to generalize across domains. 

Deep Learning Methods 

As deep learning improved, scientists started to apply models like Convolutional Neural 

Networks (CNNs) and Long Short- Term Memory (LSTM) networks to automatically extract 

features from raw text. Wang et al. (2017) showed the effectiveness of CNNs in identifying 

local patterns within review texts, whereas Zhang et al. (2019) employed BiLSTM networks 

with an attention mechanism to capture long-range dependencies and contextuality. These 

models improved performance markedly but still not to the level of fully interpreting subtle 

language patterns. 

Transformer-Based Models 

The advent of transformer models, including BERT (Devlin et al., 2018), was a seminal 

advance in Natural Language Processing (NLP). BERT's capacity to acquire bidirectional 

context revolutionized text classification tasks such as detecting fake reviews. In response 

to BERT, Liu et al. (2019) presented RoBERTa (A Robustly Optimized BERT Pretraining 

Approach), which refined BERT by removing the Next Sentence Prediction (NSP) task, 

applying dynamic masking, and training more data for longer periods. RoBERTa delivered 

state-of-the-art results on many NLP benchmarks and hence is a robust contender for text 

classification tasks. 

RoBERTa for Fake Review Detection 

A few recent works examined the application of RoBERTa for detecting fake reviews. 

Haribabu and Khurana (2022) contrasted BERT, RoBERTa, and XLNet on review 

classification tasks over Amazon and Yelp datasets and reported that RoBERTa 

outperformed all the other models consistently in both accuracy and F1-score. Yadav et al. 

(2023) proposed a domain- adaptive version of RoBERTa, improving generalization over 

various review domains. In addition, Sharma et al. (2023) combined RoBERTa-generated 

embeddings with machine learning classifiers like Support Vector Machines (SVM) and 

XGBoost to attain enhanced classification performance. 

Challenges and Research Gaps 

In spite of these developments, a number of challenges persist. Models such as transformer- 

based models RoBERTa demand huge quantities of labeled data, which is frequently not 

available or costly to acquire. Moreover, the models are prone to challenges in domain 

adaptation and adversarial reviews, where fraudulent content mimics authentic language 

patterns. Consequently, research continues to focus on hybrid models, semi-supervised 

learning, and multi-modal models integrating textual and behavioral signals. 

Existing System: 

Existing System 

Several systems have been proposed in the past to detect and mitigate the effects of fake 

reviews on e-commerce sites. The systems may be classified into three categories: 

traditional machine learning methods based on hand-crafted feature engineering, deep 

learning methods that learn from data, and more recent transformer-based language models. 

Each of these methods has its advantages and disadvantages. 

 

1. Feature-Based Machine Learning Models 

The initial false review detection models used hand-engineered text and behavior features. 

They include linguistic features (e.g., syntactic n-grams, part-of-speech tags), metadata 

http://www.ijesat.com/


International Journal of Engineering Science and Advanced Technology (IJESAT)                          
Vol 25 Issue 04, APR, 2025 

ISSN No: 2250-3676   www.ijesat.com Page | 130  

features (e.g., timestamps, review lengths), and reviewer behavior features (e.g., rating 

inconsistencies, reviewing frequency). The reviews were subsequently marked as fake or real 

and categorized by supervised learning classifiers like Naive Bayes, Support Vector Machines 

(SVM), Decision Trees, and Random Forests by training them to learn from them. 

 

Ott et al. (2011) built a benchmark corpus for spammy opinion spam and demonstrated how 

SVMs on n-gram and psycholinguistic features worked well for recognizing deceptive reviews 

with high accuracy. 

 

Mukherjee et al. (2013) took this forward with consideration of reviewer behavior and use of 

social network-based signals. 

 

Limitations: These approaches heavily rely on domain-specific feature engineering, which is 

non-scalable, labour-intensive, and typically will not generalize over domains or review sites. 

 

2. Deep Learning-Based Models 

Deep learning models took center stage to alleviate the limitation of human feature extraction, 

i.e., models which are capable of learning automatically text patterns and relations. 

CNNs and RNNs (such as LSTM and BiLSTM) have been used to learn end-to- end 

representations from text in reviews. 

Zhang et al. (2019) used a BiLSTM with attention to obtain more context from a review. 

Weaknesses: These models are better than their machine learning counterparts but are still 

limited in terms of the degree of deep contextual word knowledge they can tap, particularly 

when it comes to fraudulent writing intended to simulate actual writing. 

 

3. Transformer-Based Models 

The advent of transformer models like BERT (Devlin et al., 2018) significantly improved 

performance on a variety of NLP tasks, including identifying spurious reviews. The models 

use attention mechanisms to learn contextual word relationships, enabling better semantic 

understanding. RoBERTa (Liu et al., 2019) enhanced BERT by pre-training on larger 

amounts of longer data, eliminating the Next Sentence Prediction (NSP) objective, and 

employing dynamic masking. RoBERTa thus became stronger and appropriate for use in 

multi-class classification problems. 

 

Fine-tuning of the aforementioned transformer models has been a focus of research in the 

area of spurious review detection: Haribabu and Khurana (2022) experimented with various 

transformer models and concluded that RoBERTa was better than BERT and XLNet for 

Yelp and Amazon datasets. 

 

Sharma et al. (2023) utilized RoBERTa embeddings with classic classifiers such as SVM 

and XGBoost to achieve better detection performance. Yadav et al. (2023) developed a 

domain-adaptive version of RoBERTa with potential to generalize better on diversified 

domains and datasets.Limitations: They are highly accurate but computationally costly and 

require much labeled data to train. They may still be vulnerable to adversarial examples 

and domain shifts, though. 

 

Proposed System 

Many systems have been proposed over time to detect and reduce the influence of spurious 

reviews on websites. These systems tend to belong to three major categories: manual feature 

engineering-based traditional machine learning models, data representation learning-based 

deep learning models, and novel transformer- based language models. Every method has 

strengths and weaknesses. 
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1. Feature-Based Machine Learning Models 

Early spam review detection tools were based on manually engineered features derived from 

textual and behavioral information. Some of these include linguistic signals (e.g., part-of-

speech tags, syntactic patterns), metadata (e.g., length of the review, timestamps), and 

reviewer behavior (e.g., review rate, product rating anomalies). Supervised machine learning 

models like Naive Bayes, Support Vector Machines (SVM), Decision Trees, and Random 

Forests were applied to classify reviews as spams or real.Ott et al. (2011) generated a 

benchmark set for spam deceitful opinion spam and demonstrated how SVMs operating on n-

gram and psycholinguistic features were capable of identifying impersonating reviews with 

high accuracy.Mukherjee et al. (2013) developed this effort by considering reviewer activity 

and leveraging social network-derived cues. 

Weaknesses: Such systems are critically reliant upon domain-specific feature design, which 

takes time, isn't scalable, and lacks sufficient generalization capacity across different 

reviewing sites or topics. 

2. Deep Learning-Based Models 

To address the deficiencies of manual feature extraction, deep learning models became 

available, particularly models that can learn automatically from textual patterns and 

relationships.RNNs (such as LSTM and BiLSTM) and CNNs have been used to learn 

representations from review text directly.Zhang et al. (2019) employed a BiLSTM with 

attention in order to capture the context better within a review. 

Limitations: While these models outperform traditional machine learning approaches, they 

still face challenges in understanding the deep contextual semantics  of  language,  

especially  in deceptive texts that are crafted to mimic genuine writing. 

3. Transformer-Based Models 

The introduction of transformer-based models such as BERT (Devlin et al., 2018) made a 

huge leap in performance in many NLP applications, including detecting fake reviews. 

Attention mechanism is used in these models to learn contextual dependencies between 

words, facilitating more semantic understanding. 

RoBERT a (Liu et al., 2019) surpassed BERT by being trained on a larger amount of data 

with increased sequence lengths, eliminating the Next Sentence Prediction (NSP) task, and 

applying dynamic masking. RoBERTa became more stable and practical for more 

demanding classification tasks.More current studies have paid attention to fine-tuning the 

transformer models in the task of detecting fake reviews: 

Haribabu and Khurana (2022) experimented with various transformer models and observed 

that RoBERTa performed better than BERT and XLNet on Yelp and Amazon 

datasets.Sharma et al. (2023) blended the RoBERTa embeddings with conventional 

classifiers such as SVM and XGBoost for enhanced detection performance. 

Yadav et al. (2023) proposed a domain-adaptive RoBERTa model that generalizes better 

across diverse datasets and domains. 

Limitations: Even though they have high performance, they are computationally costly and 

need large amounts of labeled data for training. In addition, they can still be vulnerable to 

adversarial examples and domain changes.Would you like me to include a comparison table 

of the current systems or refer to specific datasets used in previous work such as Yelp, 

Amazon, or Deceptive Opinion Spam (Ott's dataset) 

 

Proposed System 

To overcome the drawbacks of current fake review detection systems, we introduce a 

strong and scalable fake review detection system using RoBERTa (A Robustly Optimized 

BERT Pretraining Approach). 

The introduced system utilizes RoBERTa's rich contextualized language understanding to 

effectively detect fake reviews without relying on manual feature engineering and to improve 

generalizability across domains. 
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1. System Overview 

The system to be suggested classifies reviews as real or fake via a fine-tuned RoBERTa 

model. It only considers textual information of reviews and is trained on intricate linguistic 

patterns of deceit. The system consists of data preprocessing, feature extraction based on 

RoBERTa, fine-tuning on a labeled dataset, and final classification. 

2. Important Components 

a. Data Collection and Preprocessing 

Labeled dataset collection like Yelp, Amazon, or Ott's Deceptive Opinion Spam dataset. 

Preprocessing involves text cleaning (lowercasing, punctuation stripping, contractions 

handling), tokenization, and formatting data to RoBERTa's input format. 

b. Model Architecture 

The system's heart is the RoBERTa-base model, which is pre-trained on large datasets and 

fine- tuned on the review classification task. 

RoBERTa's output is fed into a dense layer with a softmax or sigmoid activation (depending 

on binary or multi-class classification). 

c. Training and Fine-Tuning 

The model is fine-tuned with labeled review data through supervised learning. 

 

Training occurs through backpropagation and optimization (with AdamW optimizer), along 

with early stopping and regularization methods to avoid overfitting. 

d. Evaluation 

The performance is evaluated based on measures like accuracy, precision, recall, F1-score, 

and ROC-AUC. Cross-validation is utilized in order to check the generalizability of the 

model. 

3. Advantages of the Proposed System 

Context-Aware Understanding: RoBERTa captures deep linguistic and semantic patterns in 

reviews.Domain Adaptability: Fine-tuning enables the model to generalize across various 

review sites and domains.No Manual Feature Engineering: No feature engineering is 

required by the system, unlike conventional techniques, as it learns features from raw text. 

Scalability: 

Deployable as an API or review monitoring system integration for real-time detection. 

4. Web service or API for real-time fake review identification.Integration with e-

commerce sites, review sites, or social comment monitoring software. 

Fig-1 
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Fig-2 

 

Fig-3 

Outputs: 
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Conclusion: 

In this paper, we introduced a RoBERTa-based framework for identifying spurious reviews, 

responding to the increasing problem of opinion spam on the web. Different from 

conventional machine learning approaches, which have large dependencies on hand-crafted 

feature engineering, our method utilizes RoBERTa's rich contextual language understanding to 

classify reviews purely based on their text content. 

Experimental results on benchmarking datasets show that our model outperforms traditional 

models in accuracy, precision, recall, and F1- score. 

The suggested system is highly efficient in detecting faint linguistic cues indicative of 

misleading reviews, demonstrating robust generalizability across domains. The methodology 

is also scalable and flexible, hence applicable to real-world review websites and e-commerce 

systems. 

In spite of its high performance, the system can further be improved with the addition of 

metadata (e.g., timestamp, reviewer history) and utilizing methods like semi-supervised 

learning to minimize reliance on large annotated datasets. In the future, work can further 

investigate the incorporation of ensemble techniques and domain adaptation methods to 

enhance robustness to adversarial and domain-shifted reviews. Future scope: 

Even though the proposed system based on RoBERTa here demonstrates strong robustness 

and stability, there exist some directions under which the work can be taken further to 
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expand robustness, scalability, as well as practicability to real- world conditions. 

Even though the proposed system based on RoBERTa here demonstrates strong robustness 

and stability, there exist some directions under which the work can be taken further to expand 

robustness, scalability, as well as practicability to real- world conditions: 

1. Integration of Metadata and Behavioral Features 

The system is currently processing text data solely. Integrating features such as:Reviewer 

history Review timing IP geography Rating pattern, 

more contextual data can be obtained and even more organized or sophisticated fake review 

attacks can be identified. 

 

2. Domain Transfer and Adaption 

Fake reviews vary significantly across one domain (e.g., hotels, electronics, restaurants) to 

another. Domain-specific fine-tuning of RoBERTa or domain-adaptive training techniques 

can enhance its performance across domains and domain-specific use in niche industries. 

 

Fake reviews vary significantly across one domain (e.g., hotels, electronics, restaurants) to 

another. Domain-specific fine-tuning of RoBERTa or domain-adaptive training techniques 

can enhance its performance across domains and domain-specific use in niche industries. 

1. Multilingual Support 

 

Because reviews are posted in many languages, extending the system to include multilingual 

detection using models like XLM-RoBERTa can seriously broaden the scope and global 

applicability of the system. 

1. Semi-Supervised and Unsupervised Learning 

 

As labeled data is not readily available in most real-world scenarios, incorporating semi- 

supervised, unsupervised, or self-supervised learning approaches would reduce the 

dependency on annotated datasets and allow the model to learn from huge volumes of 

unlabeled review data. 

As labeled data is not readily available in most real-world scenarios, incorporating semi- 

supervised, unsupervised, or self-supervised learning approaches would reduce the 

dependency on annotated datasets and allow the model to learn from huge volumes of 

unlabeled review data. 

As labeled data is not readily available in most real-world scenarios, incorporating semi- 

supervised, unsupervised, or self-supervised learning approaches would reduce the 

dependency on annotated datasets and allow the model to learn from huge volumes of 

unlabeled review data. 

 

1. Real-Time Detection System 

 

Creating an end-to-end, real-time fake review detection system involving this model with a 

frontend dashboard or web API would allow platforms to dynamically label suspicious 

reviews as suspicious, providing a more active content moderation system. 

Adversial Robustness 

Future work can also be focused on making the model resilient to adversarial examples where 

spurious reviews are created specifically to evade detection. Techniqueslike adversarial 

training or employing anomaly detection models can be utilized to tackle this. 
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